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Autonomic Resource Management (Internetwork scaling)

A) Resource arbitration

Virtual network
for Service A

Virtual network
for Service B

VM
Resource

B) NF migration
(in the chain)

SFC #A

SFC #B

NF #A-1 NF #A-2

NF #B-2 NF #B-3

C) SFC reconfiguration
(changing the path)

Traffic Increase

1. Resource arbitration among various functions deployed in the same server node.
2. Network function (NF) migration from one server node to another by keeping the communication path unchanged.
3. SFC reconstruction by migrating functions from one server node to another by changing the communication path.
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To guarantee QoS while optimally
utilizing resources, NF (Firewall) VM
in SFC #2 is migrated from Node 1
to Node 3 as traffic increases.

Resource arbitration 
among NFs coexisting in 
a server node to  quickly 
respond to short-time 
demand changes.
(Confirmed, but not 
included in Demo)
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Future work (in progress)
• Integrating AI-assisted controller and SFC platform

- AI-assisted resource arbitration mechanism
- SFC migration (reconstruction) scheduling by 
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Intelligent Adaptation of Network Functions
in Virtual Networks and Network Slices

Pedro Martinez-Julia (pedro@nict.go.jp)
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Key Features of ARCA(a):

I External events are analyzed together with network telemetry
I Required amount of VNF instances is anticipated to prevent failures
I Required amount of VNF instances is anticipated to prevent failures

Evaluation:

Model dataset: Exhibits daily periodicity and
dynamic responses to external events.

0 1 2 3 4 5 6 7 8 9 10
VNF Instance Overallocation (Amount)

0.95

0.96

0.97

0.98

0.99

1.00

CD
F

ARCA-ds-7
ARCA-ds-8
ARCA-ds-8b

THR-ds-7
THR-ds-8
THR-ds-8b

Results: Compared to a threshold-based algorithm,
overallocations go from 3 to 2 in > 97% cases.

(a) ARCA stands for Autonomic Resource Control Architecture
Network Science and Convergence Device Technology Laboratory, Network System Research Institute
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