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Demonstration Concept

Figure  iPOP2022 Showcase Network. 

 “Data, Application and Next Generation 
Vertical Oriented Network & Compute 
Platform” at iPOP2022-Showcase. (PJ32)

 At iPOP2023-showcase, we conducted a demonstration 
test according to last year‘s concept which focused on 
the elemental technologies such as telemetry, ultra high 
speed / flexible / secure connectivity, dynamic / 
distributed resource management,  integrated 
orchestration.
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Our demo movies are 
available on the Kei-han-
na OpenLab YouTube 
channel.
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PJ31: Ethernet over OTN Technology
- 400Gigabit Ethernet -LANPHY Transmission Technology  etc…

PJ32: Multi-Technology Transport Network Control Technology
- Multi Layer/ Multi Domain Network Control Technology
- SDTN (Software Defined Transport Network)   etc…
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Autonomic Resource Control 
Architecture (ARCA)

❖ Resource control for 
Virtualized Infrastructure
➢ OpenStack, NFV, SDN, etc.

Access-Metro edge computing 
(AMec)

❖ MEC on Network Equipment control network
❖ In the showcase, some part of network is provided 

by
➢ OpenStack, OpenShift
➢ Lossless switch network by OA Lab.
➢ Ultra Reliable Low Latency Proving (URLLP) 

Path by Yamanaka Lab. 

Trigger

Action

Keio Univ.
Campus Network

Mirroring

Monitoring Node 
(Payload 0 

replacement)

Monitoring Node 
(Payload 0 

replacement)

Synesis

NetEyes

400 Gbps White-box 
Network

UBiqube Data Center
Grenoble, France

 Focuses on promoting interoperability testing and
standardization as de fact for realizing “open” and
“disaggregated” optical networks from backbone/metro
networks to access networks.

 Acts with collaborating new project of “Research and
Development of Advanced Optical Transmission Technology
for Green Society (JPMI00316)” Theme II: High Capacity and
High Multiplex Optical Access Network Transmission
Technologies (2022-2025) and past research project
“Research and Development of Innovative Optical Network
Technology for a Novel Social Infrastructure (JPMI00316)”
Theme Ⅲ: High efficiency reliable optical access & metro
network funded by the Ministry of Internal Affairs and
Communications.

What O2N WG? Developments and demonstration

Motivation and goal

Research Promotion Council of Kei-han-na Info-Communication Open Laboratory

Open Optical Network (O2N) Working Group
iPOP2023

You can watch the demo movie 
on Kei-han-na OpenLab
YouTube channel.

O2N testbed for metro 
NW with 5 vendors

Node monitoring system
（Simple optical spectrum 

analyzer）

Key architecture E2E NW management: 
bandwidth/route optimization

 Open and disaggregated optical networks would be capable of CAPEX reduction since each network module such as transponders and optical
switches can be appropriately introduced in the right place at the right time. However, it might increase OPEX.

 In backbone and metro networks, there are concerns that openness will increase operational costs due to the increased complexity of guaranteeing
optical signal quality and device control, and the difficulty of identifying and recovering from faults. In this activity, we will promote collaboration
and verification of elemental technologies to realize optimal open optical network operations.

 In the access network, openness/virtualization is being considered, but since it’s a stand-alone control, it’s necessary to efficiently control the whole
backbone, metro, and access networks. This activity will verify and promote elemental technologies for efficient end-to-end network control.
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