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New Optical Access Network System

for Green Society
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Energy Transmission PON System and Application Cooperation ONU Sleep

ONU (Optical Network Unit) Sleep by Cooperating with Applications

We aim to reduce ONU standby power by 50% through ONU sleep in cooperation with our application
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This research includes the results of “Research and Development of Advanced Optical Transmission Technologies
Contributing to Green Society (JPMI0O0316)” conducted by the Ministry of Internal Affairs and Communications.
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Paradigm Shift in Mobile Front-haul

What we are aiming for :

Construction of mobile front-haul using optical power feed analog RoF antennas!

* In Beyond 5G, cells must be further minimized. 100s of meter to 10s of meter and personalized.
* Quite numerous antennas required! Power supply is a critical issue.

v Solution#1 : High power analog Radio over Fiber (RoF) and Power over Fiber (PWoF) over
Hollow Core Fiber.

v’ Solution#2 : Smart Mobile Front-haul using Hierarchical Cell Structure.
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Smart Mobile Front-haul Using Hierarchical Cell Structure

#1 Installation of C-plane using macro cell
#2 Turn off cell’s control units with 0 users = Reduction of power consumption

#3 Using multiple hierarchical cells = Increasing Capacity/ Reliability for users
#4 Tracking and Optimization by the switched RoF technology
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These research results are obtained from the commissioned research
by National Institute of Information and Communications Technology (NICT) , JAPAN.
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Dynamic task assignment experiment for
container-based in-network heterogeneous

Wﬁiﬁo@* distributed MEC environment

¢ AMec (Access-metro Edge Computing): Concept of edge computing that
utilizes surplus in-network computing resources

@ There are times when resources on network devices are reclaimed for
their original tasks, such as information gathering and routing
reconfiguration, and then are not available for AMec tasks

— Computing devices join and leave the resource pool
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Emulating an internal network of a building that connects Access-Metro NVW and Core
NW, we have made a Kubernetes cluster consisting of their computing resources

Fig. 2 Experiment overview

€ We have built a PoC that shows part of the concept and system of AMec
+ The container-based system allows third-party apps to be executed, and a variety of apps can run on AMec
* Network devices that detect resource availability automatically join the cluster through the mediation of AMec
Controller and are assigned pods
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