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Autonomic Service Management toward B5G/6G

/" Research target: Realizing autonomic network service management by Al engine pipelining

Present approach Target: Automation Level 4

Service & QoS requests ) o
(Ex.: VR/AR? ToT. Euto Drive) 8 ASP 8 ASP IRTF RFC9316: Intent Classification

. . e Service Management with
NW designing according to NW Designer Intent Translatlon Al pipeline
QoS requirements Englne (ITE)

@ Aut i Standardization of Frameworks

i S utomatiory (IETF RFC9232/IRTF RFC9316 (2022))
NW service validation/ NW Operator Analvzmg & +PoC of interfaces among Als
Deployment on infrastructure P Monitoring AI

\ ASP: Application Service Provider, NW: Network, QoS: Quality of service /

Development & Experiment of

IETF RFC9232: L \ !
interworking of multi-vendors’ AL

Network Telemetry Framework

Implementation of TM Forum Open API
(Joint experiment with KDDI and NEC)

Service management
over multi-tenant
infrastructure

: 3 . Ting
- Network Service A
Vendor C ! ?
integrated infrastructure < Network Service B 'E

Demonstrating resource
control over TN/NTN

Network Service n

Interworking of Multi-vendors’ Al via TMF Open API

Management by multiple AI
- Combination of 3 companies
> Monitor & predict failures [> Redesign services to avoid
> Resource arbitration & service reconstruction
» Interfaces between each Al based on TMF Open APIs
> Failure prediction via Service Problem Management API
> Service migration plans via Service Ordering API

,—[ Experiment of Interworking Multi-vendors’ Al (KDDI/NEC/NICT) ]—\

B Deployed on B5G Reliable Virtualization Env.
r Analyzing eBPF logs and CNF info.

based on Autoencoder and LSTM

®Failure Detection
Detecting signs of failures(100 sec.)— Report to Designing Al

ITMF Open API (Developed by KDDI)
k8s cluster 1 @@
Servicel (12CNFs) Service2 (12CNFs) @Service (Re)Design Searching a promising service design
|?§ I | R —
CNF1 CNF1 . Graph Neural Net.
(k8s clusters) of services Develobed by NEC
7. - | (2.5 min.) (Developed by NEC)
k8s cluster 2 ‘ k8s cluster 3 ‘ ‘ k8s cluster 4 B @r PR S AR Avtonomic Migration Scheduling
mig?o?ed to avoid resource shortage
Worker 1 Worker 2 Worker 3 Worker 4 @RESOUI'CE qut short ( o
orrage(in ruture
CNF CNF ll Deciding destinations <
(k8s workers) of CNFs
[ (ovs FFF) \[ov7 pRoji) [awiz] — (AI Processing: 2 sec.,

Servicel (migrated) Migration: 1-10 min.)

Deployed on NICT Testbed (not Reliable Virtualization B5G Env.) Encoder-Decoder Recurrent Neural Net
G =/
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Intent Classification & Translation

(What is “Intent”?

- Intent differs from detailed orders, such as commands, rules, and policies.

- Intent defines not “How” should be, but “What” should be offered for networks(services).

\~ Intent enables non-expert operators to offer unique network services by their own policies.

/Intent Based Networking (IBN)

Intent Based

Ex.
- Set VNFs, Video conversion, cache, etc.
- Routing, Traffic Engineering, etc.

8 NW Designer HH

Deployment
Ex.

- Set routing table, Resource provision,

QoS Request Present Approach Networking

Ex.

- Guarantee 1080p (FHD) video streaming ! 2 ASP Intent User /
for subscribers @

Network Service Design i

ent Translati
Engine (ITE)

e

/ Written based on

~

Intent Classification

Solution

Intent User

Intent Type

Intent Scope

Network Scope

Carrier networks,
Enterprise networks,
DC networks

Customer, Subscriber,
End user, NW operator,
App. developer, etc.

SLA guarantee, Network
(re)configuration, Policy
definition, Resource
management

Connectivity, Application
QoS, Security/Privacy,
Storage, Computing

Radio Access, Transport
Access, VNF/PNF, Physical
Cloud edge/core, Logical,
Campus

Q Automation
! 2 NW Operator
Starting up VNFs, etc.

/Intent Translation Engine (ITE) & Interface

Interface for Interaction between ITE and Network Components

Analyzing &
: Monitoring AL

/

K Cf. IETF RFC 931y

Information of resources and VNFs
VF1 formats declarations of network resources

Interface between tenants and ITE
TF1 formats intents introduced in the ITE

Tenant | TF1____ Compositen- _ MF1 TI1 formats and transmits an intent to the ITE and VNFs

Intent R s TF2 formats declarations of intent semantics VI1 is used to publish network resources

Th i VF2 v TI2 publishes the intent semantics and VNFs

Netsw ~ VF2 formats network service descriptor (NSD)
i —-beniien Information of management mechanisms ) )
% ME1 Mit Information of intents, resources and VNFs

& Seo- o TRTR2 MF1: ) )

it X -~ .. | - Management system formats declarations ~ EF1 formats declarations of network intents,

AN of mechanisms network resources and VNFs

EI1l:

- ITE allows external agents is to provide intents
and retrieve information

VF2 formats network service descriptor (NSD)

J

- ITE formats compositions

MI1:

- Management system publishes mechanisms
to implement policies and network services

S EN
SRR Agent

vMS: Control Management System

Cf. IETF I-D

TN/NTN Integrated Network Control Architecture (INCA)
4 INCA Demonstration Environment (VM) 4

INCA

~

INCA-GUI shows

T e T T 2Control message flow,
. INCA functions and interfaces ./
SR T T T T T T TR T TTTEEEEEEERTE T EEEEE T “ — \ S~
\ \ \ <\~*A ., g
\ q \ v " = - 5= n-
% (NTN as backhaul \ \ |

\ o secemeanm scCcentrsl  Dats Network (o)
% |link between CN \

4 Monitoring & \
} ‘[and RAN | \

i control

(DEnd-to-end network topology

\ N Y

2,
5G CN (edge) Y X
.| controller

Solution A:
v DN controller Dynamic NTN path
\

change due to
5G CN (central)
controller

bandwidth control

Video app

7 Server
Data
————— RANENS | Simulator/ [
network
Emulator ) I ON)

Different NTN paths for
different network

Split 5G CN Split 5G CN

OpenStack/OSM based

(Edge) services, dynamic (Central) virtualized computing
Video app bandwidth adjustment environment
Client

Server 1 Server 2 Server 3

INCA’s features

a. Network service creation with appropriate amount of TN/NTN
resources based on QoS requirements
Q Dynamic control of TN/NTN resources to maintain QoS.

Two paths: both through different LEOs
(Visualized by System Tool Kit (STK))
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